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 DECAY OF THE MUON

As before :

The amplitude :



American Idol   57,100,000

Particle Physics 5,700,000

Physics 130,000,000

Fermi   10,600,000

Fermi problems  1,280,000

Fermi's theory of approximation 1,120,000

Fermi's golden rule 30,000

Fermi's paradox 12,600

Fermi's bits  2,040,000

Physicists

Fermi   10,600,000

Albert Einstein  12,600,000

Einstein 35,200,000

Newton  68,800,000

Isaac Newton  3,750,000

Feynman  2 ,570,000

Celebrities

Angelina Jolie 27,800,000

Oprah Winfrey  8,990,000

Madonna 63,300,000

Paris Hilton  38,000,000

Tiger Woods  40,800,000

Steven Spielberg  4,480,000

Michael Jackson  125,000,000

Jennifer Aniston 11,100,000

Brad Pitt  16,500,000
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Section 5.12:   Fermi's Golden Rule 
(to be replaced with more general form not referring to photons) 

 
 Fermi's Golden rule gives the rate of transition 
from a single state to a set of states, which can be 
described by the "density of state" function. The first 
topic in this section introduces the intuitive meaning 
and Chapter 7 continues with more detail.   

As shown in the figure, an electron makes a 
transition from an initial state i  to one of the many 

final states n .  The probability of transition must be 
given by  

( )
n

Total Prob P i n= →∑     

 (5.12.1) 
For a semiconductor, the final states closely approximate a continuum.  In such a case, 
the probability ( )P i n→  should be interpreted as the probability of transition per final 
state and the summation should be changed to an integral over the final states.  

The total probability in Equation 5.12.1 requires a sum over the integers 
cooresponding to the final states n . Apparently, we imagine the electron lodges itself in 
one of the final energy basis states.  However, we know that the final wave function 
might also be a linear combination of the energy basis states n .  In such a case, the 

electron simultaneously exists in two or more states n  (consider two for simplicity).  
According to classical probability theory, we must subtract this probability from Equation 
5.12.1 to find 

Prob(A or B) = Prob(A)+Prob(B) Prob(A and B)−  
However, we assume that a measurement of the energy of the electron has taken place, 
the wavefunction has collapsed, and that the electron resides in one of the energy basis 
states.  Therefore the Prob(A or B) reduces to the sum of probabilities as in Equation 
5.12.1.  Fermi’s Golden rule therefore integrates over the range of final states find the 
number of transitions occuring per unit time. 
 This section also shows how Fermi’s golden rule can be used to demonstrate the 
semiconductor gain.  A detailed treatment must wait for discussions on the denisty 
operator, the Bloch wave function and the reduced density of states. 
 

Figure 5.12.1:  Schematic illustation 
of  an electromagnetically induced 
transition from an initial state i to one 
of the final states n. 
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Topic 5.12.1:  Definition of  the Density of  States 
 
 In this topic, we discuss the counting procedure for the energy density of states.  
The localized states provide the simplest starting point because we do not need the added 
complexity of the allowed wave vectors. 
 The energy density of states 
(DOS) function measures the number of 
energy states in each unit energy interval 
in each unit volume of the crystal  

( ) #statesg E
Energy XalVol

=
∗

 (5.12.2) 

We need to explore the reasons for 
dividing by the energy and the crystal 
volume. 
 First we discuss the reason for the 
“per unit energy”.  Suppose we have a 
system with the energy levels shown on 
the left side of Figure 5.12.2.  Assume for 
now that the states occur in a unit volume 
of material (say 1 cm3).  The figure shows 
4 energy states in the energy interval 
between 3 and 4 eV.  The density of states 
at E=3.5 must be 

( ) 3

#states 4g 3.5 4
Energy Vol 1eV 1cm

= = =
× ×

 

Similarly, between four and five electron volts, we find two states and the density of 
states function has the value ( )g 4.5 2= and so on.  Essentially, we just add up the number 
of states with a given energy.  The graph shows the number of states versus energy; for 
illustration, the graph has been flipped over on its side. Generally we use finer energy 
scales and the material has larger numbers of states (1017) so that the graph generally 
appears much smoother than the one in Figure 5.12.2 since the energy levels essentially 
form a continuum. The “per unit energy” characterizes the type of state and the type of 
material.  
 The definition of density of states uses “per unit crystal volume” in order to 
remove geometrical considerations from the measure of the type of state.  Obviously, if 
each unit volume has vN  states (electron traps for example) given by 

( ) ( )v 0

#states #statesN dE g E d energy
Energy*vol vol

∞
= = =∫ ∫   (5.12.3) 

 then the volume V must have vN N V=  states. Changing the volume changes the total 
number.  To obtain a measure of the “type of state”, we need to remove the trivial 
dependence on crystal volume.  
 What are the states?  The states can be those in an atom.  The states can also be 
traps that an electron momentarily occupies until being released back into the conduction 
band. The states might be recombination centers that electrons enter where they 

Figure 5.12.2: The density of states for the discrete 
levels shown on the left-hand side. The plot 
assumes the system has unit volume (1 cm3) and the  
levels have energy measured in eV. 
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recombine with holes.  Traps and recombination centers can be produced by defects in 
the crystal. Surface states occur on the surface of semiconductors as an inevitable 
consequence of the interrupted crystal structure. The density of defects can be low within 
the interior of the semiconductor and high near the surface; as a result, the density of 
states can depend on position.  Later we discuss the extended states in a semiconductor . 
 Let’s consider several examples for the density of states. First, suppose a crystal 
has two discrete states (i.e. single states) in each unit 
volume of crystal.  Figure 5.12.3 shows the two states 
on the left side of the graph.  The density-of-state 
function consists of two Dirac delta functions of the 
form 

( ) ( ) ( )1 2g E E E E E= δ − + δ −  
Integrating over energy gives the number of states in 
each unit volume 

( ) ( ) ( )v 1 20 0
N dE g E dE E E E E 2

∞ ∞
= = δ − + δ − =  ∫ ∫

If the crystal has the size 1x4 cm3 then the total 
number of states in the entire crystal must  given by 

8NdVN
4

0 v == ∫  

as illustrated in Figure 5.12.4.  Although this example 
shows a uniform distribution of states within the 
volume V, the number of states per unit volume Nv 
can depend on the position within the crystal.  For 
example, the growth conditions of the crystal can vary 
or perhaps the surface becomes damaged after 
growth. 
 As a second example, consider localized states 
near the conduction band of a semiconductor as might occur for amorphous silicon. 
Figure 7.11.4 shows a sequence of graphs. The first graph shows the distribution of states 
versus the position “x” within the semiconductor.  Notice that the states come closer 
together (in energy) near the 
conduction band edge. As a note, 
amorphous materials have 
mobility edges rather than band 
edges.  The second graph shows 
the density of states function 
versus energy.  A sharp Gaussian 
spike represents the number of 
states at each energy.  At 7 
electron volts, the material has six 
states (traps) per unit length in the 
semiconductor as shown in the first graph. The second graph shows a spike at seven 
electron volts.  Actual amorphous silicon has very large numbers of traps near the upper 
mobility edge and they form a continuum as represented in the third graph.  This example 

Figure 5.12.3: The density of states 
for two discrete states shown on the 
left side. 

Figure 5.12.4: Each unit volume has 
two states and the full volume has 8. 

Figure 5.12.5: Transition from discrete localized states to 
the continuum.
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shows how the density of states depends on position and how closely space discrete 
levels form a continuum. 
 
 
Topic 5.12.2:  Equations for Fermi’s Golden Rule 
 
  The previous section shows that the probability of a transition from an initial 
state i  to a final state n  can be written as  

( )

( )

2
2 ni

2 ni o
n 2

ni

1sin t
E 2Prob(i n)

 ω −ω µ   → = β =  
  ω −ω

   (5.12.4) 

with an applied electric field of  
( ) ( )oE x, t E Cos t= ω      (5.12.5) 

which leads to the perturbing interaction energy  

( ) ( ) ( ) ( ) ( )i t i to
o

Eˆ ˆ ˆV x, t x e e x E cos t
2

− ω + ω= µ + = µ ω    (5.12.6) 

The dipole moment operator µ̂  provides the matrix elements niµ that describe the 
interaction strength between the field and the atom.  The dipole matrix element niµ  can 
be zero for certain final states n  and Equation 5.12.4 then shows that the transition from 
the initial to the proposed final state cannot occur.  As in Section 5.8, the symbol ωni 
represents the difference in energy between the final state n  and initial state i  

n i
ni

E E−
ω =    

where niω  gives the angular frequency of emitted/absorbed light when the system makes 
a transition from state i  to state n .  The incident 
electromagnetic field has angular frequency ω.   
Equation 5.12.4 gives the probability of transition for 
each final state n  and each initial state i .  In this 
topic, we are interested in the density of final states but 
not in the density of initial states. We therefore take the 
units for Equation 5.12.4 as the probability per final 
state. 
 Equation 5.12.1 shows that the total probability 
of the electron leaving an initial state “i” must be 
related to the probability that it makes a transition into any number of final states.  How 
can we change the formula if the final states have the same energy?  As an answer, 
transition to final states all having the same energy must have equal probability as can be 
seen from Equation 5.12.2 (the same niω ).  For N final states with the same energy, we  
then expect 

( ) ( )
n

Total Prob P i n N P i n= → = →∑  

Figure 5.12.6: An electromagnetic 
wave induces a transition from 
state “i” to one of the final states.  
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What is the transition probability if some of the final states have energy E1, some 
have energy E2 and so on?  Let ( )nEρ  be the number of states at energy En (i.e., in the 
continuum limit, ρ denotes the density of states). Then we expect 

( ) ( ) ( ) ( ) ( ) ( ) ( )1 2 n
n n

Total Prob P i n E P i 1 E P i 2 ... E P i n= → = ρ → +ρ → + = ρ →∑ ∑  

Therefore, for a unit volume of crystal, the total probability of transition PV can be 
written as  

( )V
E

# states probP E dE E P(i n)
energy vol state

  = ∆ → ρ →  
  

∑ ∫   (5.12.7) 

where ( )i nP(i n) P E E→ = →  is the probability of transition (per state) and the integral 
must be over the energy of the final states.  Inserting Equation 5.12.4 into Equation 
5.12.7 to find  

( )
( )

( )

2
2 ni

ni o
V 2

ni

1sin t
E 2P dE E

 ω −ω µ   = ρ  
  ω −ω∫  

where the transition frequency  
( ) ( )ni n i iE E / E E /ω = − = −  

includes the energy of final states E.  It is more convenient to write the integral in terms 
of the transition energy 

T i niE E E= − = ω  
ET, which is the energy between the initial state and final states as shown in Figure 
5.12.6.  We find 

( ) ( )
( )

( )

2
T

2
V T i T ni o 2

T

1sin E t
2P dE E E E
E

 − ω  = ρ + µ
− ω∫   (5.12.8) 

The quantity ω  represents the energy of the electromagnetic wave inducing the 
transition. The dipole matrix element µni depends 
on the energy of the final state E through the index 
“n”.  Therefore the dipole moment can be written 
as ( )ni Eµ = µ  for fixed initial state i. In this 
section, we assume that the dipole matrix element 
to be independent of the energy of the final state.  
Therefore we take niµ = µ  to be a constant and 
remove it from the integral in Equation 5.12.8.  
This assumes that the final states all have the same 
transition characteristics; the interaction strength 
between the electromagnetic wave and the system 
(i.e., atom) remains the same for all possible final 
states under consideration. 
 Next, look at the last term in the integral in Equation 5.12.8 

Figure 5.12.7: The “S” function becomes 
very narrow for larger times. 
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Abstract: This article summarizes the developing understanding of
coherent atomic excitation, as gained through a collaboration of J. H.
Eberly with the Laser Isotope Separation Program of the Lawrence
Livermore National Laboratory, particularly aspects of coherence, pop-
ulation trapping, multilevel multiphoton excitation sequences, analytic
solutions to multistate excitation chains, the quasicontinuum, pulse
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ous and unexpected properties of coherent excitation, mentioned here,
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Fig. 1. Schematic diagram of resonant laser excitation of a chain of N energy levels,
followed by ionization. Excitation energy increases upwards. Vertical red arrows in-
dicate connections induced by various lasers. Horizontal arrow indicates (ionization)
probability loss.

privatized as a part of the United States Enrichment Corporation (USEC). That pro-
gram ended only after a decision in 1998 by top management of the USEC to cancel
totally the support of research and development of this technology. The failure to deploy
AVLIS for civilian use was in part a consequence of the very limited market growth in
demand for nuclear fuel in the last two decades as well as the very large supply made
available (through blending) from weapons grade stockpiles after the Cold War ended;
it was not a failure of the science or technology.

The concept pursued at Livermore, with little deviation, was in essence the follow-
ing simplified process. Start with solid chunks of ordinary uranium, melt and vaporize
it under vacuum, form a beam of atomic vapor, and expose the streaming vapor to
several coincident beams of laser light. The laser frequencies were carefully chosen to
match Bohr transition frequencies along an excitation chain of increasingly more en-
ergetic bound states, eventually terminating with an autoionizing state embedded in
the photoionization continuum; see Fig. 1. The result of the laser exposure was to pho-
toionize only a chosen isotope (because other isotopes would not be resonant with the
lasers). Electrostatic fields would then separate the ions (the desired isotopes) from the
background of neutral atoms (the undesired isotopes.)

Very early in the project it was recognized that, in addition to engineering and
materials handling challenges, there were many questions of a very fundamental nature
that needed to be addressed in order to place the modeling of the separation process on a
secure foundation. Indeed, a group of theorists with expertise in chemistry and physics
issues (the Theoretical Atomic and Molecular Physics group, or TAMP, headed by
Charlie Bender) were assembled, in part to address these. During the startup of the LIS
project it was headed by Ben Snavely, who came to Livermore from Eastman Kodak in
Rochester. There he had been acquainted with Joe Eberly, and knowing of Joe’s ability
to ask and answer very fundamental questions about laser excitation, Ben hired Joe
as a consultant. Joe’s scientific points of contact at LLNL were Bruce Shore and Mike
Johnson. Almost from the beginning of this consultantship, which typically involved two
visits a year to Livermore, the LIS project made funds available to support basic research
at Rochester. You have to understand that even two decades ago the organization of
our national laboratories was very different than it is now. Places such as LLNL were
able to make funding grants for basic research at the discretion of program leaders,
and under the enlightened leadership of Ben Snavely and his successor Jim Davis (1974
to 1986), there was ongoing support for post-docs and students at Rochester. Indeed,
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Joe recently pointed out to BWS that his most widely cited reference [12] was financed
with support from LLNL. In that paper they predicted and explained the “collapse and
revival” of population oscillations of a two-state atom in a single-mode cavity, one of the
few definite ways in which the discreteness of photons is observable. Though unrelated
to any application at LLNL, that paper has had a significant impact on all of quantum
optics. Sadly, a change of management at Livermore brought an abrupt and unforeseen
termination to this work, and the consultantship, in 1987. This document reviews some
of the things we learned during this collaboration, doing research that formed the core
of a major treatise on coherent excitation, where more details can be found [8]. In the
words of our honoree,

“Recall those wonderful days in Livermore when we knew only epsilon more
than anybody else there, but epsilon was enough.”

Unfortunately it is not possible, in the short space available here, to present a com-
prehensive discussion of the topics in this article. We aim primarily to summarize work
at LLNL on coherent excitation, all of which was influenced by Joe. We have cited all of
the joint publications with Joe and LLNL. For further details, and many more references
to related and historically significant works, readers should consult the aforementioned
book [8].

2 Beginnings

The concept of selective multistep photoionization that formed the basis for the LIS
scheme at LLNL was very simple: one chose a set of laser frequencies that would provide
a resonant excitation chain from the ground state into the photoionization continuum.
The precise wavelengths would be determined by experiment (and would be held in
secrecy). The basic challenge for theory was to predict the intensity of the various
lasers, given the measured oscillator strengths, such that the ionization would proceed
selectively and approach completeness asymptotically - all at least cost.

At that time theorists dealing with radiation effects on vapors gained their under-
standing from studying textbooks aimed at astrophysicists who sought to model the
passage of radiation through stars. The relevant equations expressed the rate of change
in atomic populations as being proportional to the energy density (or the flux) of radia-
tion [8]. The proportionality coefficients were the Einstein-Milne B coefficients (or cross
sections). It was these radiative rate equations that were used in the first modeling of
laser excitation in the LIS program by Rich Davis.

However, even undergraduate physics majors at that time had encountered the time-
dependent Schrödinger equation, and knew it as the basic equation governing time
evolution at the most fundamental atomic level. This equation differed very significantly
from the Einstein rate equations: Rather than deal with linear differential equations for
probabilities, it dealt with differential equations for probability amplitudes. Only after
squaring these amplitudes did one obtain the observable probabilities. The reliance on
amplitudes leads to the possibility of both constructive and destructive interference
effects, and so it is possible to obtain very different results from the two approaches.

Surprisingly little had been done with the time-dependent Schrödinger equation at
that time. Apart from some special cases mentioned below, it was regarded primarily as
a means of deriving rate coefficients by means of time-dependent perturbation theory
and Fermi’s famous golden rule.

One of the first fundamental questions that had to be addressed when considering
laser-induced atomic excitation was: what equations would describe the time evolution
of an illuminated vapor, as it would be used in the LIS project? Rate equations or the
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Fig. 2. Time dependence of resonant excitation probability Pe(t) for lossless two-
level atom. Monotonic green curve is for rate equations, oscillatory red curve is
for the time-dependent Schrödinger equation (oscillation frequency is the Rabi fre-
quency).

Schrödinger equation? Stated somewhat differently, were we to deal with (incoherent)
multiple photon absorption or (coherent) multiphoton absorption? As we now under-
stand from numerous textbooks on quantum optics and laser physics, these two types of
equations are extreme cases of a formalism that can be dealt with by means of density
matrices [8]. When excitation occurs by means of coherent radiation (laser light) then
the Schrödinger equation comes close to the correct description. With incoherent light
(the astronomical sources or plasma sources) then rate equations are suitable. But this
was not so clear in those early days.

In one of his early visits to the LIS project, Joe participated in a lively discussion
of the significance of coherence for LIS, organized at the suggestion of Jim Davis, who
professed skepticism about the need to consider coherence (and some of the curiosities
of the Schrödinger equation) in any practical separation program. The disputants at
that time included, besides Joe, Bruce Shore, John Garrison, Mike Johnson, and a few
others. Joe gave a masterful lecture on the two-level atom, starting from the most basic
ideas of probabilities and the Schrödinger equation, going through what is now very
traditional introduction of the rotating wave approximation (RWA), and ending with
sinusoidal Rabi oscillations of populations. (These contrast with the monotonic growth
of populations illuminated incoherently, as predicted by rate equations; see Fig. 2). All
of this was still new and novel at that time. Davis was unconvinced, however, and on
the spur of the moment offered a challenge, to be known as The Davis Cup, to anyone
who could convince him that coherence was important in his job as leader of the LIS
project.

Eventually, largely as the result of several years of collaboration between Joe and
Bruce, Davis acknowledged that it was indeed important to base modeling on the
Schrödinger equation rather than rate equations, and he graciously made an award
of The Davis Cup (to BWS). The original cup was simply a styrofoam coffee cup (prob-
ably the one used by Davis himself that day), but eventually it became a heavy vessel
of machined brass, mounted on a mahogany base.

3 The Excitation Chain

Already in 1976 Joe had wondered about a very basic issue concerning a chain of exci-
tations, such as those indicated in Fig. 1. It was known that, in a two-state excitation
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followed by ionization, a sufficiently high ionization rate would damp out the Rabi oscil-
lations and give results that were predictable from rate equations. What would happen
if there were a chain of excitations, leading to a final ionization? Would an increase of
the ionization rate cause the entire chain to lose characteristics of coherent excitation?
Or would the incoherence be confined to the final step?

With his then graduate student Jay Ackerhalt, Joe answered these questions as
follows: incoherence affects only the final stage at first, but as that stage becomes inco-
herent, then it can affect the preceding stage [13]. Ultimately one can have a completely
incoherent sequence, in which the excitation rates proceed faster and faster as the pop-
ulation rises along the excitation sequence. Interesting though this regime is, it turned
out not to be an optimum for purposes of isotope separation.

4 Jay Ackerhalt

One of the early benefits to Livermore from the collaboration with Joe was the arrival at
LLNL of Jay Ackerhalt in 1976, fresh from his PhD work at Rochester where he had been
Joe’s first graduate student, and had devised an elegant way of treating spontaneous
emission by means of a source field and Heisenberg equations of motion. Jay was only
briefly at LLNL, before moving to his career at Los Alamos, but his work at Livermore,
including his code BICENT, helped elucidate the connections between rate equations
and the Schrödinger equation [13, 14, 15, 16]. Though his stay at LLNL was brief, he
participated in many enjoyable discussions at Livermore. Joe and Bruce were amongst
the speakers at the special memorial session for Jay held in September 1992 at the
Institute of Laser Science Convention.

5 The Three State Atom

Although our first theoretical concerns were with two-level atoms (Joe was, after all,
renown for co- authoring with Les Allen the classic textbook on two-level atoms [17]),
very soon we began considering the next logical extension, the three-level atom. It will
seem quite curious to readers today, but at that time the three-level atom had not been
subject to very much scrutiny (examples of other work include [18, 19], see [8]), and we
published a paper in which we described some of the most elementary properties of the
three-state system, subject to steady radiation fields [15]. In particular, we presented
analytic solutions for the probability amplitudes, something that may seem obvious in
retrospect but was, at the time, still publishable. This analysis based on the Schrödinger
equation, and its implied complete coherence, was followed by an elucidation of the
changes in excitation that would be produced by incoherence, as described by a density
matrix [14].

Although this step, from two states to three, was a significant advance at that time,
we had no idea of the remarkable effects that would much later be discovered when
sequential pulses act on a three-level atom. The effects of counter-intuitive pulse se-
quences came to be recognized only after work at Rochester involving Fuk Hioe, Yossi
Oreg and Joe [20].

6 The Lambda System: Dark States

One of the most remarkable novelties of the three state atom became obvious during
our numerical modeling of three-state excitation. Suppose you have a two state atom,
resonantly excited by a steady beam of radiation. Suppose further that the excited state
can ionize, perhaps by an additional steady photoionizing field. Then a long steady pulse
will eventually completely deplete the initial state, converting all the atoms into ions.
This is pretty obvious, though there are some subtleties that may not be obvious at first.
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Fig. 3. Time dependence of resonant excitation probabilities Pn(t) for two-level
atom with loss from upper level. Curves are marked with level number n. Times
are in units of the loss rate; the Rabi frequency is twice this rate. The diagram
at the left shows the laser-induced excitation linkage between the two levels. All
population is eventually lost.

(For example, if the photoionizing radiation is made very intense, it will actually slow
the rate of ionization.) What is quite unexpected is that if you have a second low-lying
state, initially populated, and you link this state with the same ionizing excited state by
means of a second resonantly tuned laser field, you will not obtain complete ionization.
No matter how intense the two excitation fields, and how long you wait, some population
will remain in the two low-lying states. Figures 3 and 4 illustrates the dramatic change
produced by adding a second leg to the excitation linkage, in the so-called ”lambda”
configuration.

Nowadays it is understood that this un-ionized population is trapped in a coherent
superposition state, a so-called ”dark state” or ”population trapping state” [21]. But our
first encounter of this phenomena was quite unexpected [22]. Carlos Stroud subsequently
pointed out to BWS that this coherence had been discovered not only during work with
his students Rich Whitley and Bob Gray [23, 24] but some years before, by Arimondo
and Orriols [25] who nowadays get the credit for observing this population trapping effect
in optical transitions. A rather simple example of exactly this coherent effect is to be
found in the example of coordinate choices for treating excitation involving degenerate
magnetic sublevels, identified by magnetic quantum number M, of transitions between
states of well defined angular momentum J. Figure 5 illustrates this.

Population trapping states are an essential prerequisite for the success of various
schemes for transferring population adiabatically, as in the Stimulated Raman Adiabatic
Passage (STIRAP) process [26, 27]. The foundation for this line of work was laid at
Rochester, and described in a paper by Eberly, Hioe and Oreg [20] who pointed out
how adiabatic states (i.e. instantaneous eigenstates of the Hamiltonian), in multilevel
systems, can be used to carry population between specified physical states by means of
suitably crafted laser pulses. The significance of this theoretical work became evident
with the experimental work of Klaas Bergmann and his co-workers; for a review see
[28, 29]. Here too, significant questioning by Joe brought new insights into this process
[30].
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Fig. 4. Time dependence of resonant excitation probabilities Pn(t) for three-level
lambda system, with loss from level 2, for population initially all in level 1. Curves
are marked with level number n. Times are in units of the loss rate; the Rabi fre-
quencies are each twice this rate. The diagram at the left shows the laser-induced
excitation linkages between the three levels. After a long time one fourth the pop-
ulation resides in level 1 and another fourth in level 3; only half has been lost.

1

2

1

2

3

1

2

4

3

1

2

4

3

5

Fig. 5. Example of linkages of linearly polarized light between magnetic sublevels of
a transition between angular momentum J = 1 and J = 0. (a) Using a coordinate
system in which the z (quantization) axis lies along the electric field. (b) Using a
coordinate system in which the electric field direction is taken as the x axis, and the
light is considered a coherent superposition of right- and left-circular polarization.
This is an example of the lambda system of Fig. 4; it is equivalent to the linkage of
(a).

(C) 2001 OSA 15 January 2001 / Vol. 8,  No. 2 / OPTICS EXPRESS  36
#26784 - $15.00 US Received October 16, 2000; Revised December 14, 2000

Larry Sorensen
Highlight

Larry Sorensen
Highlight




around 1987. But this did not end his Livermore connection, it only redirected the points
of contact.

To place this new connection into context one needs to recall the work by Joe and
his student Zhifang Deng (son of the then Premier of China), aimed at providing a
simple understanding of some of the properties of a photoionization continuum then
being experimentally discovered [56, 57, 58]. For years most physicists had regarded the
electronic states above the ionization limit as an incoherent sink of probabilities. The
view was that an electron, once ejected from an atom, was forever lost. But experiments
demonstrated that an electron, in leaving the atom under the influence of a strong laser
field, could absorb more than the minimum number of photons needed to overcome the
binding energy. These excess photons produce a succession of peaks in the photoelectron
spectrum, a phenomena that became known as above threshold ionization (ATI) [59].
During a visit to Livermore, Peter Knight recognized that a structured continuum offered
an opportunity to enhance the production of harmonics of the strong laser field [60], as
subsequently was demonstrated experimentally. Prompted in part by the development of
laser sources capable of producing brief electric fields that would overwhelm the binding
field of the nuclear attraction on electrons, theorists were examining a new regime of
atomic and optical physics. Much of this theoretical work made use of techniques for
modeling an electron in space and time, an area in which Ken Kulander at Livermore
was uniquely qualified to contribute [61, 62, 63]. This collaboration did much to clarify
the complicated processes that occur when atoms are exposed to intense radiation fields
[64, 65].

16 Closing Remarks

The work of Joe Eberly for Livermore from 1973 to 1987 not only helped establish the
basic conditions needed for successful commercial laser-induced isotope separation, but
it also revealed many of the interesting properties of coherent atomic excitation [8]. It
is the latter aspect of his collaboration, documented in more than a dozen papers, that
holds the more lasting legacy for science. The collaboration came at a time when it was
still considered desirable that a National Laboratory engage in and support not only
applied research directed at finding an immediate solution to some identified engineering
problem but also basic research intended only to enlarge the base of knowledge in
physics.

This basic research at LLNL underlay the ultimate success of the theoretical mod-
eling effort, based on a computer code written by Bob Nelson (and later extended
by Ron White) that combined multiphoton ionization of the atoms (described by the
time-dependent Schrödinger equation) and propagation of the laser beams (based on
the Maxwell equations). Using only experimentally determined oscillator strengths and
wavelengths, the theory was confirmed (without free parameters) for optically thick and
thin transitions over very long propagation paths. This was a remarkable accomplish-
ment considering the complexity of the theoretical modeling, which included hyperfine
structure, polarization effects (magnetic sublevels), stimulated Raman scattering, etc.,
and the daunting experimental challenges of measuring absolute photoionization yields.
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We are pleased to honor Joe Eberly by recalling fondly his many contributions to science
at the Lawrence Livermore National Laboratory; to him we dedicate this review article.

BWS says: The years of collaboration with Joe Eberly have been particularly memo-
rable and valuable for me personally; the many long enlightening discussions with him,
and with Peter Knight, formed the basis for what subsequently became a major two-
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volume textbook on coherent excitation [8]. One of the great treats of a visit with Joe
at Livermore was his skill in placing our various computational efforts into a larger
landscape. He would inevitably point out some greater significance to our work than we
had recognized. And he was a great dinner guest. My children Tim and Hilary share
fond memories of suppertime conversations about Louis XI, the “universal spider”, and
demonstrations of strange attractors on a simple pocket calculator.

MAJ says: Those were heady times for a new Ph.D.-spending hours around hall-
way tables “arguing” with Joe about how atoms and photons really behaved, making the
connections from two-level atoms and perfect plane waves to the laboratory reality of ura-
nium atoms with their 400 relevant sublevels and not-so-perfect, not-so-monochromatic
lasers. The textbooks may indeed have had in them all the theory we required, but Joe’s
voice carrying down the hall was the excuse we welcomed to show someone the data and
figure out what it really meant.

KCK says: Just knowing Joe has had many benefits. Ann Orel and I were trying
to get some financial support from a young DOD contract monitor to study a laser-
molecule collision process. I was schmoozing with said fellow regarding our proposal and
happened to mention that Joe was visiting us. He said, “You know Joe Eberly!?” I said,
“Of course.” Our funding was awarded in full shortly thereafter.

JID says: I had only recently joined the Lab from industry when I met Joe in 1974.
By then, I was a somewhat hardened industrial physicist, and had already developed
a healthy skepticism of excessive theorizing about practical problems. I let Joe and his
colleagues at the Lab know that they had my support for developing a comprehensive
theory of multiphoton ionization of atoms in the vapor phase providing it would be useful
to the furtherance of our understanding and progress in developing AVLIS. Joe and
Bruce Shore and others accepted this challenge and within a matter of months established
the need for a detailed quantum mechanical theory of the multiphoton processes involved.
Joe’s professional and personal approach were essential in establishing the initial effort
and he continued to be a very positive contributor for more than a decade during the
entire time that I was director of the AVLIS program. I personally appreciate Joe, not
only for what he did for the Lab and AVLIS but especially for his savoir faire.
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